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Abstract

Recently, we proposed a new paradigm for choice set generation in the context of route choice model estimation. As detailed in Frejinger and Bierlaire (2007), we assume that choice sets contain all paths connecting each origin-destination pair. Although it is behaviorally questionable, this assumption is made in order to avoid bias in the econometric model. These sets are in general impossible to generate explicitly. Therefore, we propose an importance sampling approach to generate subsets of paths suitable for model estimation. Using only a subset of alternatives requires the path utilities to be corrected according to the sampling protocol in order to obtain unbiased parameter estimates. In Frejinger and Bierlaire (2007) we derive such a sampling correction for the multinomial logit (MNL) model.

The path size logit model is a MNL model where a path size (PS) attribute is included in the deterministic utilities. The PS attribute should capture the correlation among routes. It is generally computed based on sampled paths only but we argue that it should capture the correlation among all routes (universal choice set). This becomes problematic since the universal choice set is unknown in practice. In this paper we present a generalization of the PS attribute called expanded PS (EPS). It is computed based on sampled paths only but involves an expansion factor that corrects for the sampling.

We present estimation results based on synthetic data that clearly show the strength of this approach. Unbiased parameter estimates are only obtained for models including a sampling correction. Moreover, the results show that EPS is superior to the original PS attribute.

1 Introduction

Route choice modeling is complex for various reasons and involves several steps before the actual model estimation. We start by giving an overview of the modeling process in Figure 1. In a real network a very large set of paths connect an origin \(s_o\) and a destination \(s_d\). This set, referred to as the universal choice set \(U\), cannot be explicitly generated. In order to estimate a route choice model, a subset of paths needs to be defined and path generation algorithms are used for this purpose. There exist deterministic and stochastic approaches for generating paths.

Deterministic methods always generate the same set \(M\) of paths for a given origin-destination pair. Most of them are based on some form of repeated shortest path search. This type of approach is computationally appealing thanks to the efficiency of shortest path algorithms. Examples are link elimination (Azvedo et al., 1993), link penalty (de la Barra et al., 1993) and labeled paths (Ben-Akiva et al., 1984). Instead of performing repeated shortest path searches, a constrained enu-

Stochastic methods generate an individual (or observation) specific subset $M_n$. Actually, most of the deterministic approaches can be made stochastic by using random generalized cost for the shortest path computations. Ramming (2001) proposes a simulation method that produces alternative paths by drawing link costs from different probability distributions. The shortest path according to the randomly distributed generalized cost is calculated and introduced in the choice set. Recently, Bovy and Fiorenzo-Catalano (2006) proposed the doubly stochastic choice set generation approach. It is similar to the simulation method but the generalized cost functions are specified like utilities and both the parameters and the attributes are stochastic. They also propose to use a filtering process such that, among the generated paths, only those satisfying some constraints are kept in the choice set.

Once $M$ (or $M_n$) has been generated, a choice set $C_n$ can be defined in either a deterministic way by including all feasible paths, $C_n = M$ (or $C_n = M_n$), or by using a probabilistic model $P(C_n)$ where all non-empty subsets $G_n$ of $M$ (or $M_n$) are considered. Defining choice sets in a probabilistic way is complex due to the size of $G_n$ and has never been used in a real size application. See Manski (1977), Swait and Ben-Akiva (1987), Ben-Akiva and Boccara (1995) and Morikawa (1996) for more details on probabilistic choice set models. Cascetta and Papola (2001) (Cascetta et al., 2002) propose to simplify the complex probabilistic choice set models by viewing the choice set as a fuzzy set in an implicit availability/perception of alternatives model.

Several route choice models $P(i|C_n)$ exist in the literature. Multinomial logit based models; C-logit (Cascetta et al., 1996) and path size logit (Ben-Akiva and Ramming, 1998, and Ben-Akiva and Bierlaire, 1999) are the most frequently used models in practice due to their simple structure. In these models, the utilities are deterministically corrected with an attribute that accounts for correlation. More complex models explicitly capturing the correlation among paths have been proposed in the literature. The link-nested logit (Vovsha and Bekhor, 1998) model has a cross-nested logit structure but is difficult to estimate because of the large number of nesting parameters. Error Component (Bekhor et al., 2002, and Frejinger and Bierlaire, 2007) and multinomial probit (Yai et al., 1997) models have also been proposed which require simulated maximum likelihood estimation.

The formal evaluation of the relevance and realism of generated choice sets is difficult in practice since the actual choice sets in general are unknown to the modeler. Several researchers, including Ramming (2001), Hoogendoorn-Lanser (2005), Bekhor et al. (2006), Bovy and Fiorenzo-Catalano (2006), Prato and
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Figure 1: Choice Set Generation Overview


Recently, we proposed a new paradigm based on a sampling approach (Frejinger and Bierlaire, 2007, and Frejinger, 2008). In order to avoid bias in the econometric model, we assume that all paths connecting an origin-destination pair belong to the choice set. Since this set is in general impossible to generate, we propose an importance sampling approach and a corresponding correction of the path utilities. Unlike existing choice set generation approaches, which aim at generating actual choice sets, we focus on obtaining unbiased parameter estimates using samples of alternatives.

The main flaw of the approach has so far been how to define the path size attribute that should capture correlation among alternatives. In previous work we propose a heuristic that generates a larger choice set than the sampled one that is intended to approximate the universal choice set. This paper proposes a theoretically more appealing approach that corrects also the path size (PS) attribute according to the used sampling protocol. We call this new PS formulation ex-
In the following section we briefly present the sampling approach on which the expanded PS is based. We discuss the proposed formulation in Section 3 before presenting numerical results. We finish with some conclusions and issues for future research.

2 Sampling Approach

The multinomial logit model can be consistently estimated on a subset of alternatives (McFadden, 1978) using classical conditional maximum likelihood estimation. The probability that an individual \( n \) chooses an alternative \( i \) is then conditional on the choice set \( C_n \) defined by the modeler. This conditional probability is

\[
P(i|C_n) = \frac{e^{\mu V_{in} + \ln q(C_n|i)}}{\sum_{j \in C_n} e^{\mu V_{jn} + \ln q(C_n|j)}}
\]

(1)

where \( \mu \) is a scale parameter and \( V_{in} \) is the deterministic utility. It also includes an alternative specific term, \( \ln q(C_n|j) \) that corrects for sampling bias. This correction term is based on the probability \( q(C_n|j) \) of sampling \( C_n \) given that \( j \) is the chosen alternative. See for example Ben-Akiva and Lerman (1985) for a more detailed discussion on sampling of alternatives. Bierlaire et al. (2008) have recently shown that multivariate extreme value (also known as generalized extreme value) models can be consistently estimated as well and propose a new estimator.

When using a sampling protocol selecting attractive alternatives with higher probability than unattractive alternatives (importance sampling), the correction terms in (1) do not cancel out. If alternative specific constants are estimated, all parameter estimates except the constants would be unbiased even if the correction is not included in the utilities (Manski and Lerman, 1977). In a route choice context it is in general not possible to estimate alternative specific constants due to the large number of alternatives and the correction for sampling is therefore essential.

Frejinger and Bierlaire (2007) derive a sampling correction in the context of route choice

\[
q(C_n|j) = \frac{k_{jn}}{q(j)} \quad \forall \ j \in C_n
\]

(2)

where \( k_{jn} \) is the number of times path \( j \) was drawn while sampling choice set \( C_n \) and \( q(j) \) is the probability of drawing path \( j \). The correction is based on a sample protocol where paths are sampled with replacement and the chosen alternative is always added to the choice set, even if it is sampled. Furthermore, they propose
a biased random walk algorithm that allows to compute \( q(C_n|j) \) in a straightforward way. The algorithm is based on a distribution with parameters that control the random walk more or less towards the shortest path. With this algorithm the probability \( q(j) \) of generating a path \( j \) is the probability of selecting the ordered sequence of links \( \Gamma_j \)

\[
q(j) = \prod_{\ell \in \Gamma_j} q(\ell|E_v, b_1, b_2).
\]

(3)

The probability of selecting a link \( \ell = (v, w) \) given the set of outgoing links \( E_v \) at node \( v \) is defined by

\[
q(\ell|E_v, b_1, b_2) = \frac{\omega(\ell|b_1, b_2)}{\sum_{m \in E_v} \omega(m|b_1, b_2)}
\]

(4)

where \( b_1 \) and \( b_2 \) are the parameters of the distribution and \( \omega(\ell|b_1, b_2) \) are weights of each link. The weights are

\[
\omega(\ell|b_1, b_2) = 1 - (1 - x_\ell^{b_1})^{b_2}
\]

(5)

with

\[
x_\ell = \frac{SP(v, s_d)}{C(\ell) + SP(w, s_d)}
\]

(6)

where \( C(\ell) \) is the generalized cost of link \( \ell \), and \( SP(v_1, v_2) \) is the generalized cost of the shortest path between nodes \( v_1 \) and \( v_2 \). For more details on the correction term and the algorithm we refer to Frejinger and Bierlaire (2007) and Frejinger (2008).

3 Expanded Path Size

As discussed previously, we base our model on the assumption that all paths connecting an origin-destination pair belong to the choice set. We should therefore have a description of the correlation among paths that is consistent with this assumption. We use the path size logit (PSL) model proposed by Ben-Akiva and Ramming (1998) and Ben-Akiva and Bierlaire (1999). It is a multinomial logit model that includes a PS attribute which is intended to correct the path utilities for correlation.

The PS attribute is based on the physical overlap between paths that are in the choice set:

\[
PS_{in}^C = \sum_{a \in \Gamma_i} \frac{L_a}{L_i} \frac{1}{M_{an}}
\]

(7)

where \( \Gamma_i \) is the set of links in path \( i \), \( L_a \) is the length of link \( a \) and \( L_i \) the length of path \( i \). \( M_{an} \) is the number of paths in \( C_n \) using link \( a \). That is \( M_{an} = \sum_{j \in C_n} \delta_{nj} \)
where and $\delta_{aj}$ equals one if path $j$ contains link $a$ and zero otherwise. Note that this original formulation of the attribute ignores all paths that are not in the choice set.

We propose a corrected version of the PS attribute, called expanded PS (EPS), where the sum representing the number of paths using a particular link involves an expansion factor that corrects for the sampling:

$$
\text{EPS}_{an} = \sum_{a \in \Gamma_i} \frac{L_a}{L_i} \frac{1}{M_{an}^{\text{EPS}}},
$$

and

$$
M_{an}^{\text{EPS}} = \sum_{j \in C_n} \delta_{aj} \Phi_{jn}
$$

where $\Phi_{jn}$ is the expansion factor defined by

$$
\Phi_{jn} = \begin{cases} 
1 & \text{if } \delta_{jc} = 1 \text{ or } q(j)R_n \geq 1 \\
\frac{1}{q(j)R_n} & \text{otherwise.}
\end{cases}
$$

The definition of the expansion factor is based on the sampling protocol described in the previous section. Recall that we draw paths with replacement and add the chosen alternative with certainty. Paths are included only once in the choice set even if they are sampled several times. In the expansion factor $\Phi_{jn} = 1$ if $\delta_{jc} = 1$ represents that the chosen alternative is always included. Moreover, duplicates are ignored, that is $\Phi_{jn} = 1$ if path $j$ is expected to be drawn more than once, $q(j)R_n \geq 1$. If path $j$ is expected to be drawn less than once, $M_{an}^{\text{EPS}}$ is increased $(1/(q(j)R_n) > 1)$. Note that the formulation is asymptotically valid; if $R_n \to \infty$ then $q(j)R_n \geq 1 \forall j \in \mathcal{U}$ and $M_{an}^{\text{EPS}} \approx \sum_{j \in \mathcal{U}} \delta_{nj}$.

Estimation results for this formulation as well as PS based on $C_n$ and on $\mathcal{U}$ are presented in the following section.

## 4 Numerical Results

The numerical results presented in this section are based on synthetic data and aim at comparing the original PS and the EPS attributes. We also include a sensitivity analysis of the estimation results with respect to the parameters of the sampling algorithm (biased random walk) and the definition of the postulated model used for generating the data.

The main advantage of using synthetic data is that the true model structure and parameter values are known. Based on such data we can evaluate different model specifications with the $t$-test values of the parameter estimates with respect
to (w.r.t.) their corresponding true values. In the following we refer to a parameter estimate as biased if it is significantly different from its true value at the 5% significance level (critical value: 1.96).

4.1 Synthetic Data

The network is shown in Figure 2 and is composed of 38 nodes and 64 links. Originally, it is a small part of a real network (Borlänge, Sweden) which has been modified so that it contains no loops. The universal choice set $\mathcal{U}$ can therefore be enumerated ($|\mathcal{U}| = 170$). The length of the links is proportional to the length in the figure and some links have a speed bump (SB).

Two sets of observations are generated with two different postulated models. For each data set, we generate 3000 synthetic observations by simulation, associating a choice with the alternative having the highest utility. We use a PSL model and specify a utility function for each alternative $i$ and observation $n$

$$U_{in} = \beta_{PS} \ln \text{PS}_i^{\mathcal{U}} + \beta_{L} \text{Length}_i + \beta_{SB} \text{NbSB}_i + \epsilon_{in}, \quad (11)$$

where $\beta_{PS} = 1$, $\beta_{SB} = -0.1$ and $\epsilon_{in}$ are independently and identically distributed extreme value with scale 1 and location 0. The PS attribute reflects the correlation among all paths and is computed based on $\mathcal{U}$

$$\text{PS}_i^{\mathcal{U}} = \sum_{a \in \Gamma_i} \sum_{j \in \mathcal{U}} \frac{1}{L_{ij} \delta_{aj}}. \quad (12)$$

The length attribute is used to compute the shortest path cost for the biased random walk algorithm in (6). We therefore evaluate the influence of the postulated length parameter on the estimation results by using two different values, $\beta_{L} = -0.3, -1$. The length attribute is more important compared to the other attributes when $\beta_{L} = -1$ than $\beta_{L} = -0.3$. Note however that the model using $\beta_{L} = -1$ does not correspond to a simple shortest path model. Figure 3 shows the probability of the 29 paths with the highest probabilities. The sum of these 29 probabilities is 0.978 for $\beta_{L} = -1$ and 0.618 for $\beta_{L} = -0.3$.

4.2 Model Specifications

Five different models are considered in order to evaluate the sampling correction and the different PS attribute formulations:

- PS attribute based on sampled paths only with ($M^{\text{Corr}}_{PS(C)}$) and without ($M^{\text{NoCorr}}_{PS(C)}$) sampling correction,
Figure 2: Example Network

Figure 3: 29 Highest Path Probabilities for the Two Postulated Models
• PS attribute based on the universal choice set with \( M_{PS(u)}^{Corr} \) and without \( M_{PS(u)}^{NoCorr} \) sampling correction and

• EPS attribute \( M_{EPS}^{Corr} \) with sampling correction.

For each of these models we specify the deterministic term of the utility function as follows

\[
\begin{align*}
M_{PS(C)}^{NoCorr} V_i &= \mu \left( \beta_{PS} \ln PS_{in}^C + \beta_L \text{Length}_i + \beta_{SB} \text{NbSB}_i \right) \\
M_{PS(C)}^{Corr} V_i &= \mu \left( \beta_{PS} \ln PS_{in}^C + \beta_L \text{Length}_i + \beta_{SB} \text{NbSB}_i \right) + \ln \left( \frac{k_{in}}{q(i)} \right) \\
M_{PS(u)}^{NoCorr} V_i &= \mu \left( \beta_{PS} \ln PS_{in}^C + \beta_L \text{Length}_i + \beta_{SB} \text{NbSB}_i \right) \\
M_{PS(u)}^{Corr} V_i &= \mu \left( \beta_{PS} \ln PS_{in}^C + \beta_L \text{Length}_i + \beta_{SB} \text{NbSB}_i \right) + \ln \left( \frac{k_{in}}{q(i)} \right) \\
M_{EPS}^{Corr} V_i &= \mu \left( \beta_{PS} \ln EPS_{in} + \beta_L \text{Length}_i + \beta_{SB} \text{NbSB}_i \right) + \ln \left( \frac{k_{in}}{q(i)} \right).
\end{align*}
\]

Note that the two first specifications are based on PS formulation (7), the following two on (12) and finally the last on (8). \( \beta_L \) is fixed to the true value \((-0.3 \text{ or } -1 \text{ depending on the dataset})\) and we estimate \( \mu, \beta_{PS} \) and \( \beta_{SB} \). In this way the scale of the parameters is the same for all models and we can compute the \( t \)-tests w.r.t. the corresponding true values.

### 4.3 Estimation Results

In total we have estimated more than 300 models; the previously presented five models have been estimated based on the two data sets with different choice sets. For the sampling of alternatives we vary the number of draws \( (10, 20, 40, 80, 120, 170, 250) \) and the random walk parameters \( (b_1 = 1, 2, 3, 5, 10, 15, 20 \text{ with } b_2 \text{ always fixed to one}) \). The higher the value of \( b_1 \) the more the random walk is oriented towards the shortest path. In the following a “setting” refers to a combination of dataset, number of sampling draws and value of \( b_1 \).

We start by describing detailed results for one specific setting \( (\beta_L = -1 \text{ dataset using 40 draws and } b_1 = 1) \) reported in Table 1. Except when explicitly stated, these interpretations can be generalized for all settings. First we note that the sampling correction is validated by the \( M_{PS(u)}^{Corr} \) model. Except for the sampling correction term this model has the same utility specification as the postulated one, and as expected, the parameter estimates are unbiased. Furthermore, we note that when there is no sampling correction of utilities (models \( M_{PS(u)}^{NoCorr} \) and \( M_{PS(C)}^{NoCorr} \) ) the
Table 1: Detailed Estimation Results of PSL models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$M_{PS(\ell)}^{\text{NoCorr}}$</th>
<th>$M_{PS(\ell)}^{\text{Corr}}$</th>
<th>$M_{PS(\ell)}^{\text{NoCorr}(C)}$</th>
<th>$M_{PS(\ell)}^{\text{Corr}(C)}$</th>
<th>$M_{\text{EPS}}^{\text{Corr}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\beta}_{PS}$</td>
<td>-0.108</td>
<td>0.969</td>
<td>0.285</td>
<td>0.397</td>
<td>1.09</td>
</tr>
<tr>
<td>Rob. std</td>
<td>0.045</td>
<td>0.0541</td>
<td>0.0785</td>
<td>0.074</td>
<td>0.052</td>
</tr>
<tr>
<td>Rob. $t$-test 1</td>
<td>-24.62</td>
<td>-0.57</td>
<td>-9.11</td>
<td>-8.15</td>
<td>1.73</td>
</tr>
<tr>
<td>$\hat{\beta}_{SB}$</td>
<td>-0.547</td>
<td>-0.0849</td>
<td>-0.52</td>
<td>-0.00941</td>
<td>-0.109</td>
</tr>
<tr>
<td>Rob. std</td>
<td>0.0322</td>
<td>0.0262</td>
<td>0.0331</td>
<td>0.0261</td>
<td>0.0281</td>
</tr>
<tr>
<td>Rob. $t$-test -0.1</td>
<td>-13.88</td>
<td>0.58</td>
<td>-12.69</td>
<td>3.47</td>
<td>-0.32</td>
</tr>
<tr>
<td>$\hat{\mu}$</td>
<td>1.04</td>
<td>0.983</td>
<td>1.05</td>
<td>0.945</td>
<td>1.05</td>
</tr>
<tr>
<td>Rob. std</td>
<td>0.0314</td>
<td>0.028</td>
<td>0.0316</td>
<td>0.0264</td>
<td>0.0314</td>
</tr>
<tr>
<td>Rob. $t$-test 1</td>
<td>1.27</td>
<td>-0.61</td>
<td>1.58</td>
<td>-2.08</td>
<td>1.59</td>
</tr>
<tr>
<td>Final L-L</td>
<td>-7284.711</td>
<td>-6966.668</td>
<td>-7281.035</td>
<td>-7160.154</td>
<td>-6704.515</td>
</tr>
<tr>
<td>Adj. rho bar sq.</td>
<td>0.291</td>
<td>0.322</td>
<td>0.292</td>
<td>0.303</td>
<td>0.348</td>
</tr>
</tbody>
</table>

Null log likelihood: -10283.7, 3000 observations
$\beta_L = -1$. Algorithm parameters: 40 draws, $b_1 = 1$, $b_2 = 1$, $C(\ell) = L_\ell$
Average size of sampled choice sets: 30.92
BIOGEME (Bierlaire, 2007, and Bierlaire, 2003) has been used for all model estimations

Parameter estimates are biased. (For this setting $\hat{\beta}_{PS}$ and $\hat{\beta}_{SB}$ are biased and at least one parameter estimate is biased for all settings). The model fit is significantly better for models that are corrected for sampling than those that are not.

For the setting reported in Table 1 the $M_{PS(\ell)}^{\text{Corr}(C)}$ model has biased parameter estimates while $M_{\text{EPS}}^{\text{Corr}}$ has not. Moreover, the latter has better model fit than the former. Before analyzing these models in detail for different settings we give some statistics on the choice set sizes. Figure 4 shows the average number of sampled paths as a function of number of draws when $b_1 = 1, 2, 3$. Recall that the higher the value of $b_1$ the more the random walk is oriented toward the shortest path. Hence, it is expected that the number of sampled paths decrease as $b_1$ increase. Moreover, the same paths can be drawn several times and this is why we see an attenuation effect as the number of draws increase, this effect is of course more important the higher the value of $b_1$.

Figure 5 shows the absolute value of the $t$-test statistics as a function of number of draws for models $M_{\text{EPS}}^{\text{Corr}}$ and $M_{PS(\ell)}^{\text{Corr}(C)}$ estimated based on the $\beta_L = -1$ dataset. At least one parameter estimate is biased for both models when $b_1 > 3$ and we therefore only report results for $b_1 = 1, 2, 3$. The results of the $M_{\text{EPS}}^{\text{Corr}}$ model improves as the number of draws increase. All parameter estimates are unbiased from 40 draws when $b_1 = 1$. The choice sets are larger the lower the value of $b_1$.
which explains the better results. The $M_{PS(C)}^{Cor}$ model has on the other hand at least one biased estimate for all settings. Moreover, note from $\hat{\beta}_{SB}$ that the estimate first rapidly worsen before slightly improving as the number of draws increase.

The same results are presented in Figure 6 for models estimated based on the $\beta_L = -0.3$ dataset. Also for this dataset the results of $M_{EPS}^{Cor}$ improve as the number of draws increase. As expected, a higher number of draws is needed in order to obtain unbiased parameter estimates (170 draws). Indeed, the length attribute has lower weight in this dataset and the accuracy of the PS attribute is hence more important. The estimates in the $M_{PS(C)}^{Cor}$ model do not converge to the true values and remain biased even for a high number of draws.

The results presented in this section clearly show the importance of correcting the utilities for sampling. The correction is robust both with respect to algorithm parameters and the definition of the postulated model. Unbiased estimates are obtained even with a low number of sampling draws. Furthermore, the PS attribute should reflect the correlation among all paths in $U$ and the results indicate that the original PS formulation (7) is not appropriate. On the other hand, the EPS attribute shows good results: the estimates converge rather rapidly toward the true values. However the formulation is valid only asymptotically and it is therefore important not to have too few paths in the choice sets, like for any results based on samples. Low values of $b_1$ and high number of draws give therefore the best results.

5 Conclusions and Future Work

This paper presents a new formulation of the path size attribute, called expanded path size, that can be used in route choice models that are corrected for sampling. The expanded path size attribute is defined consistently with the sampling protocol proposed by Frejinger and Bierlaire (2007) (Frejinger, 2008).
Figure 5: $t$-test values for $M^\text{Corr}_\text{EPS}$ and $M^\text{Corr}_\text{PS(C)}$, x-axis: number of draws, y-axis: absolute value of $t$-test w.r.t. true value.
\[ \beta_L = -0.3, M_{\text{Corr}}^{\text{EPS}} \]

\[ \beta_L = -0.3, M_{\text{Corr}}^{\text{PS}(C)} \]

Figure 6: t-test values for \( M_{\text{Corr}}^{\text{EPS}} \) and \( M_{\text{Corr}}^{\text{PS}(C)} \). x-axis: number of draws, y-axis: absolute value of t-test w.r.t. true value.
We present numerical results based on synthetic data which clearly show the
strength of the approach. Models including a sampling correction are remarkably
better than the ones that do not. Unbiased parameter estimates can be obtained
with the expanded path size logit model and it is remarkably better than models
with the original path size formulation.

Since the purpose of this paper is to illustrate the proposed methodology, it
is appropriate to use synthetic data for which the actual model is known. This
allows to test the parameter estimates against their true values. A natural next
step is to test the approach on real data. In such a setting it would also be inter-
esting to compare results of different choice set generation algorithms, with and
without correction for sampling. Moreover, future research should be dedicated
to sampling of alternatives for prediction.
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